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ABSTRACT 
 

In collaboration with a national retailer, this study focused on assessing the impact of sales prediction 

accuracy when clustering sparse demand products in various ways, while trying to identify scenarios when 

framing the problem as a regression-problem or classification-problem would lead to the best demand 

decision-support. This problem is motivated by the fact that modeling very sparse demand products is hard. 

Some retailers frame the prediction problem as a classification problem, where they obtain the propensity 

that a product will sell or not sell within a specified planning horizon, or they might model it in a regression 

setting that is plagued by many zeros in the response. In our study, we clustered products using k-means, 

SOMs, and HDBSCAN algorithms using lifecycles, failure rates, product usability, and market-type 

features. We found there was a consistent story behind the clusters generated, which was primarily 

distinguished by particular demand patterns. Next, we aggregated the clustering results into a single input 

feature, which led to improved prediction accuracy of the predictive models we examined. When 

forecasting sales, we investigated a variety of different regression- and classification-type models and report 

a short list of those models that performed the best in each case. Lastly, we identify certain scenarios we 

observed when modeling the problem as a classification problem versus a regression problem, so that our 

partner could be more strategic in how they use these forecasts for their assortment decision. 

 

Keywords: product clustering, classification vs regression-type modeling, assortment planning, decision-

support 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



2 

 

INTRODUCTION 
 

Inventory management is a fundamental part of a firm’s operational strategy as it aims to ensure the 

availability of their product to their customers. This aspect is of paramount importance as it directly impacts 

the customer experience, which has become one of the key focused area of the firms in our digital world. 

In addition to this, there are huge costs associated with movement and holding of inventory. Hence, the key 

is to understand how to operationally optimize distribution of products. 

 

A firm sets its financial objectives such as sales, inventory, margin at various levels which impacts the 

organization’s merchandising strategies and decisions. To meet these financial KPIs, historical data can be 

paired with effective analytics to identify and anticipate opportunities to improve category-level 

assortments, and better product placement timing for merchants [1]. 

 

Assortment planning is the process of planning, organizing and selecting a group of products which will be 

designated to particular areas and during specific periods of time [2]. This study in collaboration with a 

national retailer whom tends to stock large assortments of sparse demand products seeks to answer a few 

questions. First, what is the best approach to frame modeling such products. For the given industry, retailers 

will often consider attributes such as product type, store location, geographical demand, product life cycles, 

and failure rates as often telling predictors or demand. However, modeling demand when demand is a very 

challenging problem, even more so than traditional intermittent demand. Does the retailer frame the 

prediction problem as a regression-type problem, which is the most common scenario, or can framing the 

problem as a classification-problem provide more reliable forecast measures to support the assortment 

decision? 

 

In our study, we seek to provide some empirical evidence by doing traditional clustering of features 

commonly used regardless of how the problem is framed, then build predictive models using those clusters 

as an independent variable to predict the number of units sold. Units sold is often either zero or one in the 

pre-determined planning horizon, but there are cases where more than one unit is sold. 

 

Thus, our research questions in this study are: 

• Can informative clusters be generated using popular unsupervised learning algorithms, and is there 

a business story about those clusters? 

• How does clustering of products improve the predictive performance of models in a regression and 

classification setting? 

• In which scenarios is the regression approach preferred to the classification approach when 

modeling very sparse demand products? 

 

We structure our paper by first performing a literature review of predictive modeling to support assortment 

planning decisions, describe the data used in our study, detail our study methodology, discuss the models 

we investigated to predict demand, summarize our results, and provide answers to our research questions 

in the conclusions. 

 

LITERATURE REVIEW 
 

We have critically reviewed prior academic literature and articles to provide us guidance in our study. Our 

research areas cover both methodologies used in assortment planning and statistical learning approaches 

for clustering and supervised and unsupervised predictive analysis to support this area. 

 

Assortment planning (AP) is defined as the process of optimizing the inventory level of selective types and 

number of products to be carried at retail stores (Kapoor and Singh, 2014). The objective of AP is to 

strategically determine the optimal quantity to carry, by reducing the chance of stock-outs (Baker, 2005) 

and therefore drive bottom line improvements. Traditionally, the assortment decisions were limited to the 
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consideration of substitution and elasticity demand (Aydιn and Hausman, 2009) as well as shelf-space 

studies (Gajjar and Adil, 2011) as shown in Table 1 below. 

 

Table 1: Type of Assortment Planning Models and Variables Considered 
 

 

From our review of the literature, most studies tend to focus on substitution behavior and aspects of 

computational complexity of the models used to generate assortments under unrealistic scenarios. Thus, in 

this paper we currently do not provide a clear connection (or extension) from these studies to the problem 

we investigate with our industry partner. However, we have found close connections to other research 

streams focused on using machine learning techniques for demand forecasting problems. 

 

Machine learning algorithms have been a hot topic in business and demand forecasting as of late, because 

of their ability to discover trends and behaviors in the data that traditional approaches are just not able to 

identify. We posit that these techniques can provide the best guidance to retailers to help improve the AP 

process. In this study, we combine clustering techniques (i.e. unsupervised learning) with predictive 

modeling techniques (i.e. supervised learning). 

 

Predictive analytics using machine learning has tremendous advantages over traditional methods because 

of the often lack of required assumptions needed. Instead of modeling a trend based on historical sales data, 

predictive analytics using machine learning can incorporate all relevant features such as product attributes, 

 

Author, Year 

Model Adopted  

Variable Considered 

Space Elastic Substitution 

(Gajjar and Adil, 

2010) 
X  

Space available, Upper and lower limits on 

space 

(Yücel, et al., 

2009) 
 X 

Cost of Substitution, Cost of supplier selection, 

shelf-space limitations 

(Abbott and 

Palekar, 2008) 
X  

Direct and cross space elasticity, Inventory, 

profit, cost 

(Shah and 

Avittathur, 2008) 
 X 

Substitution, Space, Multi-item inventory level, 

Cannibalization 

(Li, 2007a) 
 X 

Substitution, Continuous and discrete in-store 

traffic, Product profit, Cost 

(Kök and Fisher, 

2007) 
 X 

Utility, Substitution rate, Cost, Price, facings 

(Hariga, et al., 

2007) 
X  

Direct and cross space elasticity, Locational 

effect, Inventory level 

(Gaur and 

Honhon, 2006) 
 X 

Static and dynamic substitution, Space, 

Location, inventory, profit 

(Rajaram, 2001) 
 X 

Selling and cost price, Set up cost, Budget, 

Salvage price, Shelf-Space 
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store capacities, transfer/logistics costs, lead-time variability, assortment rules, geo-demographic diversity, 

price-elasticity of demand, etc. into the demand model to better understand the product-place-promotion 

aspects that are fundamental components of purchasing behavior (Cook, 2016). These features could lead 

to better demand forecasts, which could lead to better assortments that have the right depth and diversity 

balance, as well as lower the chance of product cannibalization, and frequent order replenishment problems 

(Krupnik, 2016). 

 

The goal of segmenting the observations into different clusters is to provide users with in-depth 

understanding of the “internal mechanism” within the data by maximizing in-group similarity and 

minimizing between-group similarity. Measurement of similarity varies based on specific context, which 

can generally be categorized as “relationship-based” and “distance-based” clustering (Wu, 2006). Distance-

based approaches include K-means and examples of relationship-based methods are linear or logistic 

regression.  

 

Research has shown that ensemble approaches tend to perform better than single classifiers (Opitz & 

Macline 1999; Quinlan, 2006), but the ensemble methods discussed there are usually bagging, boosting and 

stacking. Unlike the traditional studies, Williams’ research investigated the ensemble approach of 

combining clustering and predictive modeling. His research showed that the ensemble approaches increased 

the accuracy to predict recurrence and non-recurrence for breast cancer patients. (Williams, 2008)  

 

Once the models are deployed, a category manager can very effectively build an assortment plan. While 

the decisions are made based on the predictive model and constraints of the prescriptive model (e.g. shelf 

space, budget, etc.), there are other scenarios that should be considered, such as product cannibalization, 

that also must be considered. The Multinomial Logit (MNL) choice model for example assumes certain 

properties due to which substitution effects among products (such as cannibalization) cannot be captured 

(Jena, Dominik, 2017). Thus, while our study does not clearly tie into the academic research, there still 

necessitates answers to these fundamentally important questions of how to model extremely sparse demand 

problems to better support the assortment planning decision. 

 

We have referred to several research papers in understanding how clustering has been applied for 

assortment planning. One of our findings is that in one of the very recently published papers, they propose 

a dynamic clustering policy as a prescriptive approach for assortment personalization. They introduce a 

policy that adaptively combines estimation (by estimating customer preferences through dynamic 

clustering) and optimization (by making dynamic personalized assortment decisions using a bandit policy) 

in an online setting. Hence, if the customers could be specifically identified, clustering approaches are 

useful aids in assortment planning from store level to personalization level. (Bernstein, 2017) 

 

DATA 
 

The dataset was provided by a national retailer and contains information about sales of SKUs coming from 

a vast number of stores over a two-year time frame. Business parameters such as product lifecycles, failure 

rates, and number of customers that the SKU supports in a specified area were provided. No additional 

information can be described about the dataset due to confidentiality concerns. 

 

 

METHODOLOGY 
 

Figure 1 below shows the overall approach that this study followed. To answer our research questions, we 

clustered the data three different ways, as well as building a predictive model without clusters. Next, the 

clusters we fed as inputs along with other features found significant at predicting demand into them for 

training. Some problems were regression-type models that has the target variable values as 0, 1, 2, etc., 
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while the classification-type models had a target response of 0 or 1. One being if the unit had some one or 

more units during the previous time window and zero if it had not sold any units. 

 

Figure 1: Methodology outline 
 

 
 

 

Before clustering and predictive modes were trained, all irrelevant (insignificant to the objective) features 

were removed from the dataset. Missing values were imputed using the the mean value. This turned out not 

to negatively impact the distribution of the variable as is often the case. Numerical features were normalized 

to maintain scale-uniformity, which should allow the models to train without being biased by the range of 

the features. Data-partitioning was performed using an 80-20% train-test set all the predictive models. 

 

CLUSTERING MODELS 
 

Model 1- Base Model without Clusters 
The base model was developed to provide a reference point in evaluating the performance of models with 

different clusters. It was directly used in the regression models to forecast sales, and in the classification-

case to predict purchase propensities. 

 

Model 2: k-Means Clustering Model 
K-means clustering was performed on failure rates and percentage lifecycle remaining variables, which are 

common features to use in this application area. K-means is a popluar unsupervised learning algorithm, 

which is used for unlabeled data (i.e., data without defined categories or groups). The goal of this algorithm 

is to find groups in the data. The algorithm works iteratively to assign each data point to one of K groups 

based on the features that are provided. Data points are clustered based on feature similarity which is 

generally calculated using Euclidean distance. The appropriate number of clusters was obtained by 

analyzing an elbow plot after implementing the algorithm for different values of ‘k’. This plot provides a 

heuristic to gauge the average cohesion within clusters. Once the optimum value was identified, the cluster 

number was used as a categorical variable for classification and regression models along with other 

predictor variables. The variables used to cluster were omitted from the forecasting techniques to prevent 

bias towards those specific variables. 
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Model 3: HDBSCAN Clustering Model 
The HDBSCAN clustering technique was implemented on the same set of variables to obtain clusters based 

on the density of data points. It extends the popular DBSCAN (Density-Based Spatial Clustering of 

Applications with Noise) clustering algorithm. It is a density-based clustering algorithm that provided a set 

of points in some space will group together points that are closely packed together (points with many nearby 

neighbors), marking as outliers, points that lie alone in low-density regions (whose nearest neighbors are 

too far away).  

 

Model 4: Kohonen Network Clustering Model 
Kohonen Network is a type of unsupervised learning Artificial Neural Network to produce a low-

dimensional representation of the input space. Kohonen Networks also known as Self-Organizing Maps 

(SOMs) help to understand high dimensional data by reducing the dimensions of data to a map. The final 

map reveals which observations are grouped together. The algorithm works by having several units compete 

for the current object. Once the data have been entered into the system, the network of artificial neurons are 

trained by providing information about inputs. The weight vector of the unit is closest to the current object 

becomes the winning or active unit. During the training stage, the values for the input variables are gradually 

adjusted in an attempt to preserve neighborhood relationships that exist within the input data set. As it gets 

closer to the input object, the weights of the winning unit are adjusted as well as its neighbors. 

 

PREDICTIVE MODELS 
 

In our study, we combined supervised and unsupervised learning models and evaluated the best models that 

predicting sales units and propensity to sale. We researched and investigated both machine learning 

clustering techniques and business segmentation approaches to apply to our specific business problem and 

data set.  

 

Classification-Type Modeling: 
The goal of the classification type modeling is to predict the probability of a SKU being sold at a given 

store and eventually classify it as a seller or non-seller based on a specific probability cutoff threshold value. 

Several classic machine learning classification algorithms like Logistic Regression, Classification Tree 

(CART), and Linear Discriminant Analysis (LDA) models were developed. More sophisticated techniques 

such as Bagged Classification Trees, Boosted Logistic Regression, a multilayer perceptron feedforward 

artificial neural network (MLP) were also explored to evaluate these values. Bagged (or boosted 

aggregated) trees tend to have lower variance than individual trees. Boosted algorithms tend to shrink both 

bias and variance as records that have been misclassified are provided greater weights and essentially 

probabilities are generated that will tend to fall more closely to their respected class (e.g. 0 or 1) than not 

boosting. Neural networks provide the ability to fit complex relationships which often exist in sparse 

demand patterns. 

 

Logistic Regression:  

Logistic regression is the simplest and most commonly used classification approach in order to predict the 

binary outcome (independent variable). Similar to the linear regression model, the purpose of logistic 

regression is to describe the relationship between independent variables and a number of independent 

variables. Unlike the linear regression, the maximum likelihood estimation is used to estimate the parameter 

coefficients where the response variable (0 or 1) has been transformed into log-odds via link function known 

as the logit.  

 

CART 

The Classification and Regression Trees (CART) algorithm, introduced by Leo Breiman, refers to the 

commonly known decision tree model used for classification or regression type of problems. The advantage 

of a decision tree model is easy to interpret. A tree can be “learned” by splitting the total dataset into subsets 

https://en.wikipedia.org/wiki/Cluster_analysis#Density-based_clustering
https://en.wikipedia.org/wiki/Fixed-radius_near_neighbors
https://en.wikipedia.org/wiki/Fixed-radius_near_neighbors
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based on the attribute value test, and this process is done in a recursive manner. The number of splits 

determines the tree complexity. A popular approach to obtaining a tree that generalizes well on a test set is 

to grow a large tree that overfits to the training data, then prune it back until a consistent test error is 

obtained. This is how we developed our tree model in this study. 

 

Bagged Classification Tree 

A bagged decision tree was investigated because there has been strong evidence that bagging weak tree 

classifiers can lead to reduction in overall error, by reducing the variance component in the error. The 

variance in the bias-variance tradeoff is the error that is seen by applying the algorithm on different data 

sets. An analyst would hope to achieve a robust model, meaning that it will generalize well from dataset to 

dataset, meaning the error obtained from each dataset is similar. When multiple decision trees results are 

aggregated (often by averaging), the resulting model results tend to reduce overfitting and lead to a more 

robust model.  

 

LDA 

Linear discriminant analysis (LDA) is a generalized Fisher’s linear discriminant method, used to find a 

linear combination of features as linear classifier to separate two or more classes of objectives. It is also 

viewed as an approach for dimensionality reduction before classification. LDA is also closely related to 

principal components analysis (PCA) as they both look for the linear combinations of variables to further 

explain the data. However, LDA tries to differentiate the class of data, while PCA looks for similarity to 

build feature combination.  

 

MLP 

A multilayer perceptron feedforward artificial neural network (MLP) consists of at least three layers of 

nodes. Except for the input nodes, each node is a neuron that uses a nonlinear activation function. MLP 

utilizes a supervised learning technique called backpropagation for training. Its multiple layers and non-

linear activation distinguish MLP from a linear perceptron. It can distinguish data that is not linearly 

separable and seems appropriate for the sparse demand nature of this study. 

 

Regression-Type Modeling: 
Regression-type models were explored to predict the exact quantity of products that will be sold at a store 

in an upcoming planning horizon. The models were built using only significant variables which helped in 

forecasting the sales. The clusters obtained from different algorithms were also included in the model as 

categorical type variables. Multiple Linear Regression and several machine learning algorithms such as 

Neural Networks and Decision Trees were explored to predict sales. Additionally, a zero-inflated Poisson 

Regression model was developed for cases having a large number of ‘0’s in the response variable. 

 

Multiple Linear Regression 

By fitting a linear equation to the observed model, multiple linear regression tries to model the relationship 

between the continuous predicted variable and two or more predictor variables. Both forward and backward 

selection approaches were used to identify a consistent set of drivers that explain sales. 

 

Neural Networks 

Artificial Neural Networks (ANN) were originally a biologically-inspired programming paradigm that 

enabled scientists to learn from brain activity. It has the ability of deriving meaning from complicated data 

and can be used to extract patterns and trends that are identifiable by normal algorithms. ANN is based on 

a collection of connected nodes referred to as artificial neurons. Data serves as signal inputs and the output 

of each neuron is calculated by nonlinear function that aggregate all inputs.  

 

Zero-Inflated Poisson Regression 

Zero-inflated Poisson (ZIP) Regression is a specialized multiple linear regression which particular fits well 

for data having skewed distribution of 0s in the dependent variable. ZIP models assume that some zeros 
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occur via a Poisson process, but others were not even eligible to have the event occur. Thus, there are two 

processes at work—one that determines if the individual is even eligible for a non-zero response, and the 

other that determines the count of that response for eligible individuals. 

 

 RESULTS 
 

When developing the clusters, we decided to use 6 clusters based on the elbow plot shown in Figure 2. In 

this plot we were looking for an “elbow” or kink that would suggest past that number of k clusters there are 

dimensioning returns the plot itself shows the mean squared error (MSE) for different number of ‘k’ 

clusters.  

 

Figure 2: k-Means elbow plot 

 
 

K-Means clusters are built based on vicinity of data points compared to a centroid. In Figure 3 below, we 

found that the green colored clusters have imminent demand and should be expected in stores frequently. 

 

Figure 3: Graph showing the optimal number of cluster for K-Means 

 

 

 

Kohonen clusters as shown in Figure 4, were built based on the magnitude of failure sales and percentage 

lifecycle remaining values. The clusters with no green or white color cross section represents products with 

low value of both the variables 
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Figure 4: Vicinity based clustering based on neural networks (Kohonen Networks) 

 

 
 

Lastly in Figure 5, cluster 3 represents products which have intermediate value of lifecycle remaining and 

relatively high failure sales. HDBSCAN, on the hand classified a large chunk of data points as noise (black-

colored dots) making difficult to infer any business segmentation of the clusters. 

 

Figure 5: Density based clustering algorithm with 4 unique clusters (HDBSCAN) 

 

 
 

We chose k-means as the final cluster to publish the results as it made business segmentation of SKUs more 

interpretable. The Kohonen model predicted almost the same clusters as k-means and hence was not 

substantially differentiable. The HDBSCAN model classified the major chunk of the data points as noise 

leaving a small subset with clusters. Thus, due to the shortcomings of Kohonen and HDBSCAN models, 

we proceeded our analysis with k-means clusters. 

 

Classification Model Results 
Table 2 summarizes the statistical performance for each classification model we investigated. The Bagged 

Logistic Regression without clustering had the greatest area-under-the-curve (AUC) with 0.9841. LDA 

performed the best (AUC = 0.9825) among the predictive models that used the k-means clusters. 
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Table 2: Baseline model vs Models with clusters comparison 

 
          

Since most of the models performed similar, we used a probability calibration plot as another means to 

discriminate among competing models. Since the sparse demand assortments using propensity scores are 

essentially ranks of which SKUs will be in the assortment or not, choosing a model that is best calibrated 

would be idea. Figure 6, shows the probability calibration plots for the models we investigated. On the x-

axis are binned predictive probabilities, and on the y-axis reveals the percentage of actual sellers for each 

bucket. In theory, lines in this plot that are closer to a 45-degree line are better calibrated than those that are 

not. Thus, such a model would provide better ranked propensities for the assortment planning decision. We 

selected the Bagged Logistic model as our optimal classification model. 

 

Figure 6: Calibration Plot for all logistic regression models 

 

 
 

To evaluate the regression models, root mean-squared error (RMSE) and adjusted R-squared were 

evaluated on the training and test datasets. Both MLR backward and forward selection produced exactly 

the same set of feature combinations and therefore produced the same output. Based on the coefficients for 

the corresponding variables, we observed that the quantity sold in previous years had great impact on this 

year’s sales number. We observed certain features had interesting business implications but could not 

disclose those in our paper.  
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Table 3: MLR Forward and Backward results for train and test for base model and mode with clusters 

 
 

Table 4 shows the results for the regression-type models with and without clusters we obtained. We 

observed that the zero-inflated Poisson regression outperforms all other models with an adjusted R2 of 

0.905. Additionally, its RMSE error is was the lowest among all models. 

 

Table 4: Table comparing after clustering the statistical performance of baseline regression models 

 

 
 

 CONCLUSIONS 
 

Assortment planning is one of the most important operational aspects that all retailers face. A key 

component to the assortment planning decision is having the ability to estimate demand. Intermittent 

demand is always a challenge, but extremely sparse demand is the most challenging demand forecast to 

generate, only behind predicting demand for new products. In our study we investigated the impact that 

clustering has on improving predictions for sparse demand models, but also investigated how one might 

frame such a scenario given that the target variable might have an abundance of zeros. This study is the 

groundwork to help our business partner to recommend whether to build classification-type or regression-

type predictions for its assortment planning decision-support.  

 

Thus, can informative clusters be generated using popular unsupervised learning algorithms, and is there a 

business story about those clusters? We employed k-Means, Self Organizing maps (Kohonen networks), 

and HDBSCAN to build clusters. We found that k-Means performed the best among the three. We also 

found that there was indeed a business story in these clusters. 

 

Secondly, how does clustering of products improve the predictive performance of models in a regression 

and classification setting? We found that four of the six classification models we tried had improved 

performance with clusters than without. However, the best model Bagged Logistic Regression which 

performed the best among all competing models was achieved without clustering. In the regression setting, 

only two of the five models had a higher adjusted R-square using clustering than not clustering. However, 

our best model for this set of SKUs had an adjusted R2 improvement of 4.6%. These results do not allow 

us to have a definitive claim that clustering or not clustering is the best way to go in all situations. The 

evidence we provide suggests that most likely clustering should be used on a case by case basis where it 

performs better. 
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Lastly, in which scenarios is the regression approach preferred to the classification approach when modeling 

very sparse demand products? We obtained a highly accurate classification model with an accuracy of 

98.5% with an AUC of 98.4% via the Bagged Logistic Regression. Also, the probabilities seemed decently 

calibrated and thus could be used for ranking purposes. In the regression setting we obtained an adjusted 

R-square using Poisson Regression that is also considered very high (90.5%).  

 

Since we were obtained models that performed very well in both cases, we believe this study should be 

extended by developing assortments using both models via our partners assortment recommendation 

engine. We believe only then can we tie in the statistical performance measures to the business performance 

measures (e.g. sales, lost sales, inventory costs, lost opportunity costs, etc.) 
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